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Abstract: The current rate of growth in computer 

network usage is a problematic issue motivates the 

inspiration to investigate less conventional solutions, 

similar to Network Coding (NC) which has attracted a 

lot of attention lately, to improve the bandwidth 

utilization and latency in computer networks. The 

objective of this paper is to show that the usage of 

Network coding is possible on enhancing the execution 

of Kurdistan Academic Network Backbone (KANB) to 

associate the primary ten urban communities in 

Kurdistan Region that almost contains a greater part of 

academic institutions. The proposed model applies peer 

to peer (P2P) multicasting on KANB, which does not 

require any centralized knowledge about the topology 

of the network. The Random Linear Network Coding 

(RLNC) has been utilized for its superior properties to 

address the problems of delay, throughput and lake of 

security associated with store-and-forward based 

classical networks. Simulation results point out the 

advantages of using network coding over the classical 

(store and forward) technique in term of improving the 

throughput gain and latency reduction. Hawler city the 

capital and greatest city in Kurdistan Region have been 

chosen as a source node while Slemani city has been 

elected as a sink, node. Thus, Network coding is 

applied at intermediate nodes.  

Keywords: Network Coding, Random Liner Network 

coding, Galois field, P2P Multicasting, Network 

Security, and Throughput.     

 

1. INTRODUCTION 
Network Coding operation is performed by combining 

data words (packets) traveling through the network 

which combines two or more packets into one packet. 

End nodes, with knowledge of the data sent, can decode 

received packet. A network that applies NC can be 

interpreted as a network where the nodes in the network 

do operations on the received or generated packets rather 

than just store and forward them as in a traditional 

packet switched network [1]. In traditional Routing 

technique, the intermediate nodes simply (store and 

forward) packets, means the node receives the packets 

from incoming edges, makes a copy for them, store and 

forward these packets by outgoing edges. In contrast, 

using network coding intermediate nodes who have 

received a number of these packets, can form recorded 

packets by combining two or more packets coming from 

incoming edges, the nodes can perform some 

mathematical operations on the incoming packets then 

generate one packet and send it to next node as one 

packet [2][3][4]. The network coding is performed in 

three different steps: encoding, recoding, and decoding. 

The server and all clients who have obtained the 

complete file constructs encode packets by creating 

linear combinations of partitions of the original data. The 

encoded packets are transmitted with the corresponding 

encoding vectors to interconnected nodes. When 

sufficient linear independent packets and encoding 

vectors have been received, the original data can be 

reconstructed by decoding the encoded packets [5]. 

RLNC is optimal since only    channel packets are 

needed by the receiver to obtain the original   source 

packets with a very high probability [6]. The aim of the 

proposed system is to design and build a package which 

simulates (P2P) multicasting (KANB) based on (RLNC). 

The proposed system fits the requirements of KANB for 

many reasons: It is decentralized topology. Each peer 

can act as a peer or as the router. It is beneficial for 

sending videos streaming between educational 

institutions in Kurdistan from the main server which is 

located in region Capital Hawler. 

 

2. LITERATURE REVIEW 

Numbers of the network coding scheme have been 

proposed in past for multicast networks some are 

explaining as follows: 

Ahlswede et al, they point out the benefit of network 

coding with the famous butterfly network with one 

source by using Finite Field in increasing the throughput, 

they showed that the result of their paper can be equal to 

the max-flow- min cut approach with applying network 

coding which means instead of routing and forwarding 

to multicast information from source to destination, 

using Network coding will increase the throughput in 

this network [7]. Yeung et al. They interested in how fast 

each node can receive all incoming information, they 

showed that the randomized coding over a finite field 

will make the network more robust and, also the 

information would be compressed [8]. Tracy. Ho et al, in 

their paper were present a new approach for data 

compression and transmission in multicasting networks 

depending on a random linear network coding [9]. 

Richard D. Wesel et al. published paper, describing 

network coding with a single source and two sinks, the 

source has a number of messages and each terminal 

(sink) is interested in a set of these messages from the 

source node [10]. Baochun Li and Di Niu were 

demonstrating that the random network coding is a 
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practical solution for real-world application in peer-to-

peer (P2P) networks [11]. M. Hay et al. they proved that 

currently, With Network Coding, multiple sources can 

transmit packets over bottleneck edges at a same time 

that leads to achieving the max-flow-min-cut throughput 

and increasing network capacity [12]. T.Manoranjitham 

et al. proposed a Dynamic Source Routing based on 

Network Coding to reduce the number of transmissions 

also to increase the throughput in mobile ad hoc 

networks, they showed that the throughput with network 

coding is improved [13].  

3. METHODS AND MATERIALS 
         Linear network coding extends simple network 

coding by adding some additional information to the 

packet payload. A node can multiply some coefficient 

over a finite field with a fixed size of data in the original 

message, and combine its data with these coefficients as 

shown in [15][16]. 

      When performing a network coding, the intermediate 

nodes have to combine incoming blocks and produce 

one packet. It means, converting these packets to one 

packet and send it over outgoing links. With linear 

network coding, outgoing packets are linear 

combinations of the original packets, where addition and 

multiplication are performed over the finite field GF as 

showed in [7]                [ 15][14], and also has been 

described by an example in [16] .In Linear Network 

Coding, each unit of data is processed using finite fields 

   , which q is a prime number or, assuming a Galois 

Field (GF),         for some integer m, where GF(2
m
) 

refers to   [0, 2
m
 -1]. It means the elements of coding are 

in this range.  

             Figure 1 illustrates an acyclic network with w = 

2 imaginary channels appended at the source node S. For 

better understanding the linear network coding using 

Butterfly network which is the best choice.   
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Figure 1 LNC examples with Local/global encoding Vectors. 

 

The source node generates the messages; each message 

would be associated with an element of GF, and then 

sent over the network. The network coding is performed 

by three steps: encoding, recoding, and decoding. The 

source node and all receiving nodes who have obtained 

the complete file forms the encoded packets by making 

linear combinations of partitions of the original data. The 

encoded packets are transmitted with the corresponding 

encoding vectors to interconnected nodes. Intermediate 

peers who have received a number of these packets, can 

form recoded packets by combining encoded data. When 

sufficient linear independent packets and encoding 

vectors received, the original data can be reconstructed 

by decoding the encoded packets.  

3.1 Local / Global Encoding Vectors  

 For every node N, let In (N) represent the set of 

incoming links to N and Out (N) denotes the set of 

outgoing links from N. And assuming a pair           of 

channels be called an adjacent pair, and there exists a 

node N with   Є In (N) and e Є Out (N). And also, the 

In(S) has w imaginary channels.  

 The vector    is called the global encoding vector for 

the channel   . The scalar          called the local encoding 

vector for the adjacent pair      , which means the local 

encoding vectors at the node N. 

 Assuming the source generates a message   in the 

form of a w-dimensional row vector. A node N receives 

the symbols      ,   Є In (N), from which it calculates 

the symbol      for sending onto each channel   Є Out 

(N) via the linear formula: 

     )1().(.
)(

,  


d

NInd

ede fxkfx                  

3.2 Random Linear Network Coding (RLNC) 

In RLNC, instead of carefully designing a linear 

network code in the linear information flow algorithm, 

the local encoding vector is simply chosen completely at 

random.   

          The difference between (LNC) and (RLNC) is 

that the elements of F (2
m
) are selected randomly. 

The Encoding Process As demonstrated in figure 1, 

starts by splitting the data into a number of original 

packets         at the source node. In linear network 

coding, each packet through the network is associated 

with a sequence of coefficients               which 

belong to the field GF (  ), so there is one coefficient 

for each original packet [8]. 

         The coding operation performed by each node is 

the same for every node. Received packets are stored in 

the memory of the node, and packets are formed have to 

be sent with random linear combinations of its memory 

contents whenever a packet sending occurs on an 

outgoing link. The coefficients of the combination are 

selected uniformly from Galois field.  

            In (RLNC) the coefficients are selected 

randomly and independently. The coding coefficients are 

in the form of vector called (Global Encoding Vector) 

which will be sent in the header of the packet containing 

a data called (Information vector) Y.  

  ∑  

 

   

                                                         

 

           The addition has been implemented over the 



 

 

finite field GF (  ).  In each symbol position, the 

summation has to occur for every symbol position, i.e. 

    ∑    
 
 

 

   

                                                       

Where    and     
    are the     symbol of     and   . 

  With Random Linear Network Coding, the 

arithmetic operations like addition and multiplications 

performed over GF (  ), so the resulted packets have 

the same size with the original packets. Figure 2 

demonstrate the length of a packet.  

 
Figure 2 NC packets length  

Where L is a length of the packets and S for s bits of 

  
 .The re-encoding process can be performed to these 

packets that were already encoded. Assuming a node that 

has received a set (          (         of encoded packets. 

This node can generate a new packet           depending 

on a set of coefficients               , these elements 

belong to GF (  ). So, the new information vector is 

given as: 

   ∑  

 

   

                                                          

            And a new encoding vector is equal to 

   ∑  

 

   

                                                          

          

            The decoding process will be performed at the 

sink node (receiver) by using a Gaussian elimination 

equation, in which the inverse of the coefficients matrix 

is to be calculated. Sink node has to retrieve the 

messages           which have been generated by the 

source node. 

            The sink nodes can decode correctly if and 

only if the overall transfer matrix from the sources to 

each sink is invertible [18]. 

             The encoded packets carry two types of data: 

the encoding vector (header)               and the 

information vector   .  When the sink receives t numbers 

of  s (t ≥ n), it means that the number of received 

packets needs to be at least as large as the number of 

original packets. It can decode them and get the original 

packets. To perform the decoding process this equation 

must be solved in order to retrieve the original packets. 
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             Receiver Node d can recover the source 

symbols             as long as the matrix    formed 

by the global encoding vectors.   
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]                                                          

         The decoding process can be performed by the 

inverse of coefficients matrix, for a successful decoding 

process, the determinant of coefficients matrix must not 

be zero, if it is equal zero, so the matrix has not inverse. 

Decoding at any node can be achieved by collecting   or 

more packets in a given generation. 

4. Proposed system  

The main interface window of proposed package is 

depicted in figure 3. Using this interface window, the 

system features can be activated. Thus by clicking on the 

button network the tables of nodes interconnection and 

connection of nodes are generated number of 

interconnected nodes and edges are also shown. The 

network information table consist of three columns, the 

first column lists the name of city, while the second 

column gives city corresponding node number it’s clear 

that Erbil city has been decimated into two nodes 

Hawler-Data which is an imaginary node and Hawler-

source which is a source node, the third column indicates 

the status (function) of each node which is classified into 

imaginary node, Source node, NC-Router node (perform 

network coding) and Final-node which is Slemani node.   

 
Figure 3 The network Button Clicking results 

The other table displayed is (Connection of Nodes) 

table. This table generates a matrix of nodes 

interconnection, each row in this table contains a 

combination of zeros and ones, and number one 

indicates connected incoming and outgoing nodes 

whereas number zero indicates no connection case. The 

biography  for proposed (KANB) is depicted in figure 4. 

This graph is generated by clicking on network button in 

the first interface window. The network hierarchy starts 

from Erbil city as a top and source node ends with 

Halabja as an imaginary node. This hierarchy has been 

suggested based on the city size and by depending on the 

shortest distance between cities.  

 



 

 

   
Figure 4. KANB Biograph Diagram. 

The system simulation is started when a source node 

generates packets by multiplying the incoming data with 

the coefficients that were chosen from a finite field. The 

destination node (Slemani) regenerates the incoming 

packets depending on some arithmetic operations 

described before. The (RLNC) is performed at each one 

of the seven intermediate nodes (Kirkuk, Zakho, Duhok, 

Koya, Ranya, Chamchamal, and Soran). The button 

(Send Image) in main interface window initiate another 

window named (Network simulation window) as shown 

in figure 5. This window enables the user to send an 

image through (KANB) and also display all intermediate 

results generated when each packet is traveling from 

source to sink node or destination node. It gives an 

ability to select any image with any format and size by 

browsing it after clicking on (Choose File) button. the 

sent file packets are delivered to all peers in proposed 

backbone, in another word it shared between all nodes. 

Finally, the received image is displayed and transmitted 

the image in two separated fields' axes to show sent 

image and axes. The package at this level also gives the 

user the ability to select the number of transmitted 

blocks at each transmission period which is bounded by 

three numbers (1, 2 and 3) blocks. Later the effect of a 

number of blocks on the proposed system throughput is 

to be studied. All intermediate coding results have been 

displayed by figure (5).   

 
 

Figure 5 the Main GUI to send an image using (RLNC) 

 

5. RESULTS 
        When the simulation finished, the results are 

recorded to mark the effect of network coding on the 

network performance. the entire simulation is carried out 

using MATLAB R 2015. The table below describes 

proposed network characteristics 

Table 1: Proposed Network Characteristics 

Network 

type 

Network 

Media type 
Link Capacity Queuing type 

Without 

NC 

 

Wired 

1 byte / 

observation 

time 

Store and 

Forward / 

FIFO 

With NC Wired 
1 byte / 

observation 

time 

No queuing 

needed 

 

5.1 Throughput Gain at each node 

               The most important advantage of using 

network coding is to improve network throughput. The 

throughput at each node has been calculated as shown in 

figure 6. At the end of transmission period using the 

following formula:  

  
                                       

                    
     (8) 

The simulation results show that the throughput with 

network coding is improved. Figure 4-2 reflects the this 

fact, the throughput is improved at all nodes where 

network coding is applied in (Soran, Zakho,….) nodes 

using one block per transmission duration .A comparable 

throughput values  have been observed in other nodes 

(didn’t perform network coding) like in (Duhok, Koya) 

nodes.   

 
Figure 6 Throughput at each node with & without NC, 

 

Figure (7) and Figure (8) depict the effect of increasing 

number of blocks (two and three blocks respectively) 

transmitted per transmission period.   



 

 

 
Figure 7 Throughput at each node with NC, case of two 

blocks multicasting  

 
Figure 8 Throughput at each node with NC, case of three 

blocks multicasting. 

It’s clear that increasing the number transmitted Blocks 

leads to improve the throughput. For example, at Ranya 

node a throughput gain of approximately 3.2 KB/sec is 

observed.     

5.2 Instantaneous Throughput With / Without NC 

  Figure (9) illustrates the calculation of instantaneous 

throughput in sending a file of total size of 8 Kb to 

Zakho node using 1 block in each transmission duration. 

This node has two input links and one output link, so the 

(RLNC) is performed at this node, it's clear that the 

throughput is improved by using NC.  Network Coding 

combines the packets that come from two or more input 

link(s) and send them to the outgoing link(s) as one 

packet. 

 
Figure 9 Throughput from node Zakho with /without 

NC 1 block 

5.3 Instantaneous latency at Nodes 

 

         At Ranya node, the instantaneous delay has been 

calculated as an example and indicated by figure (10) the 

delay is reduced to the half as compared to the case 

without network coding. In case of performing RLNC 

the delay time is reduced because this node combines 

two packets and sends the output as one packet. 

 
Figure 10 Instantaneous Latency in Ranya node 

5.4 Transmitted packets security  

        Data security is one of the expected advantages of 

network coding. The proposed system has investigated 

this advantage by multicasting a file of 100 bytes size at 

four different nodes two nodes where network coding is 

carried out at (Kirkuk and Zakho) nodes, while the third 

and fourth nodes(Duhok,Koya) point where selected 

because no network coding is implemented by theses 

nodes . The difference between original figure (11) 

(a)(b) and the corresponding encoded bytes transmitted 

(at outgoing link) are very large as compared to cases of 

no network coding has been implemented 

figure(11)(c)(d) by the randomly chosen elements; these 

elements are belonging to the Galois field. 

Figure .11 security imposed by network coding 

 

6 DISCUSSION 
Comprehensive package has been proposed to design, 

simulate and investigate the impact of RLNC on KANB.  

(a) (b) 

(c) (d) 

 



 

 

7 Conclusion 
    In this research, a multicast (P2P) system based on 

(RLNC) is presented to replace the traditional (Store-

and-Forward) packet switching technique in proposed 

design of (KANB) which contains ten nodes represent 

different cities in Kurdistan. This research investigates 

the advantages of using network coding technology in 

improving Backbone throughput, reducing coding and 

decoding latency with different transmitted data file size. 

The simulation results showed that by increasing the file 

size of transmitted data, the throughput and latency gain 

increased. Also, the security imposed by network coding 

has been investigated by scattering graph which marks 

the amount of scattering (randomness) added by network 

coding technique.   
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